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Abstract. Diesel engines are required to reduce exhaust emissions during real-world operations. In 

this regard, a new control concept called model-based control has been explored. Unlike the 

conventional method of relying on steady-state measurements, model-based control allows cycle-by-

cycle optimization of control inputs based on physical principles. Existing models for combustion 

control have been using empirical equations to predict polytropic index for the compression stroke for 

estimation of in-cylinder pressure and temperature at fuel injection. Therefore, in this study, a 

polytropic index prediction model was developed in MATLAB to maintain the engine performance 

under transient conditions and to reduce the required number of experiments. The model includes a 
heat loss model and a gas flow model to consider the effect of wall heat transfer and gas flows inside 

the cylinder. The computational load of the model was reduced through discretization of a single 

engine cycle into several calculation points. The model was validated against numerical simulation 

results under steady conditions first, and then applied to transient conditions for more realistic 

operational conditions. The model estimated the polytropic index with average errors under steady and 

transient conditions with 0.22% and 0.37%, respectively. Finally, the calculation time of the model 

was evaluated to be 50.6 μs. It was concluded the model can be implemented on a model-based 

controller in the future. 

Keywords: Model-based Control, Polytropic Index, Heat Loss.  

  

 
 

1. Introduction 

 

In recent years, Real Driving Emissions (RDE) has 

been introduced, and diesel engines are required to 

deliver low emissions not only under steady-state test 

bed conditions but also during real-world operations. 

Many previous studies have reported that steady-state 

engine behavior is significantly different from the 

actual behavior under transient conditions [1–3]. For 

example, one study [4] has shown that the cylinder wall 

temperature takes very long time (60-100 seconds, 
which corresponds to hundreds of engine cycles) to 

reach its thermal equilibrium. When the wall 

temperature is not in thermal equilibrium and 50 K 

higher than the steady-state wall temperature, the hotter 

walls advanced the fuel injection timing due to 

increased in-cylinder peak pressure and pressure rise 

rate [4]. In other words, non-equilibrium wall 

temperatures during transient operations vary the fuel 

injection timing and affect the thermal efficiency and 

pollutant formation [5]. Conventionally, fuel injection 

has been controlled by control maps, which are simple 
lookup tables developed from steady-state experiments. 

As expected, such maps have limitations when applied 

to transient conditions that is far from steady state [6]. 

On the other hand, a new control method called Model-

Based Control (MBC) utilizes on-board models based 

on physical principles for real-time optimization of 

control inputs at each engine cycle. The on-board 

models are fast calculating control-oriented models, and 

its requirement is to finish calculations faster than a 

single engine cycle [7]. Not only MBC can shorten the 

development process for control maps and empirical 

equations because experiments are optional, it can 

maintain the engine performance under transient 

conditions.  

Numerous on-board models [8–12] have been 

proposed, including a few models regarding combustion 

control [13–14]. In the combustion model for diesel 
engines with multiple fuel injections developed by 

Yamasaki et al. [14], a single engine cycle was 

discretized into several calculation points in an effort to 

reduce computational load. In-cylinder pressure and 

temperature were estimated at each discrete point based 

on theoretical equations. For estimation of the pressure 

and temperature at pilot- and pre-injection timings, the 

compression stroke from intake valve closing timing 

(IVC) to pilot- and pre-injection timings was assumed 

to undergo a polytropic process. In a polytropic process, 

thermodynamic properties such as pressure and 
temperature change in correspondence with a polytropic 

index which is a representation of specific heat ratio 

during a quasi-steady process including heat transfer. In 

internal combustion engines, heat transfer from 

combustion gases through the cylinder wall to the 

coolant is called heat loss. The existing combustion 
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models employed empirical equations based on steady-

state measurements for the estimation of polytropic 

index [13–14]. Thus, an on-board polytropic index 

prediction model based on physical principles has been 

demanded.  

Heat transfer in internal combustion engines has 
been modeled extensively [15–19]. In recent years, 

some studies [20–21] proposed a theoretical model that 

considers spray-wall interactions while other study [22] 

developed a non-equilibrium model and compared it 

with existing models. Rakopoulos et al. [23] had 

successfully modeled heat transfer under transient 

operation without considering calculation speed. 

However, for MBC applications, they lack either 

robustness for a wide range of operational conditions or 

sufficient computational load. The authors had 

previously developed a theoretical heat loss model [24] 
based on the continuity equation and the law of 

conservation of energy, considering formulation of 

boundary layers inside the combustion chamber, while 

keeping the computational load low. To further improve 

the estimation accuracy, our previous study [25] 

developed a model for the gas flows inside the 

combustion chamber. The gas flow model determines 

flow velocities and turbulence intensities in the gas 

flows due to strong correlations between turbulence and 

heat transfer has been found [26].  

The objective of this study is to develop an on-board 

polytropic index prediction model for the compression 
stroke of diesel engines that is reliable under transient 

driving conditions. The in-house developed model, 

written in a code of MATLAB, employs the heat loss 

model and the gas flow model that the authors have 

developed previously along with simple thermodynamic 

equations. In effort to reduce the computational load, 

calculation points are discretized to represent each 

engine cycle. The performance of the model is then 

evaluated compared to numerical simulation results 

under steady conditions. At last, compared to 

commercial 1-D engine simulation, the predictive 
ability of the model under transient conditions is 

explored. In addition, the calculation speed of the 

model is investigated for its possibility to be 

implemented on a model-based controller in the future.  

2. Numerical Simulation 

2.1. Numerical Simulation Setup 

 

Commercially available CFD simulation and 1-D 

engine simulation software (refer as 1-D simulation 

hereon) called GT-Power were parameterized to match 

with experimental data. These tools are used to compare 

and evaluate the performance of the developed model 
under steady and transient conditions in following 

sections. CFD was validated in the previous study [25] 

while the 1-D simulation is validated in this paper. 

Engine specifications are shown in Table 1. Steady 

driving conditions are given in Table 2. Case 1 and 2 

are high-load conditions with different engine speeds, 

Case 3 is a mid-load condition, and Case 4 is a low-load 

condition with a high exhaust gas recirculation (EGR) 

rate. Transient driving conditions were generated based 

on the engine speed and indicated mean effective 

pressure (IMEP) of the steady conditions. For example, 

the time evolutions of engine speed, EGR rate, and 
mass of main injection are shown in Figure 1. The 

conditions can be divided into acceleration periods, 

constant-speed periods, and deceleration periods. The 

constant-speed periods are highlighted in Figure 1. 

Table 1. Engine specifications 

Bore [mm] 85 

Stroke [mm] 96.9 

Connection rod length [mm] 150.5 

Compression ratio [–] 16.3 

Intake valve opening duration [deg.] −253 

Exhaust valve closing duration [deg.] −268 

Number of injection nozzle holes [–] 7 

Injection nozzle diameter [mm] 0.12 

Table 2. Steady driving conditions 

 Case 1 Case 2 Case 3 Case 4 

Engine speed [rpm] 2250 2000 2000 1500 

IMEP [kPa] 1442 1223 703 390 

Air-fuel ratio [–] 22.4 20.1 22.4 27 

Intake air mass flow rate [g/s] 67.5 47.1 30.2 15.5 

EGR rate [%] 10 18.2 29.2 42.9 

Intake air temp. [K] 329 332.6 342.3 341.6 

Exhaust gas temp. [K] 825.5 822.4 701.1 565.8 

Injection pres. [MPa] 159.8 155.0 134.2 90.7 

 

Figure 1. Evolution of transient driving conditions: 

engine speed, EGR rate, and mass of fuel injected 

2.2. Validation of 1-D Simulation 
 

The 1-D simulation is validated against 

experimental results. Table 3 is a summary of 

comparison between the IMEP obtained from 

experiment and the 1-D simulation under the steady 

driving conditions. The average error across the 

conditions was 1.7%, while the maximum error was 

2.8% for Case 4. For low-load conditions with a high 

EGR rate as in Case 4, the estimation accuracy needs to 

be reevaluated in the future. 
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Table 3. Comparison of experimental and 1-D simula-

tion IMEP under steady conditions 

 Case 1 Case 2 Case 3 Case 4 

Experiment [kPa] 1441.6 1222.7 703.3 390.1 

1-D simulation [kPa] 1423.4 1231.3 688.8 400.8 

Error ratio [%] 1.3 0.7 2.1 2.8 

3. Polytropic Index Prediciton Model 

3.1. Model Outline 

 

The required inputs of the model are engine speed, 

A/F ratio, EGR rate, boost pressure, exhaust pressure, 

intake air temperature, exhaust gas temperature, coolant 

temperature, oil temperature, mass and timings of pilot, 

pre, and main injections. The inputs include the timings 

and quantities of pilot and pre fuel injections to be 

applicable for diesel engines with multiple fuel 

injections. The output of this model is the polytropic 

index for the compression stroke. The model follows 
the flowchart shown in Figure 2 at each cycle starting 

from the inputs. First, the model estimates the in-

cylinder gas pressure and temperature based on simple 

thermodynamic equations [27]. The gas composition is 

estimated by the gas composition model [28] to 

calculate the specific heat values. Then, with the gas 

flow model [25], the heat loss is estimated. The average 

wall surface temperature inside the combustion 

chamber (refer as wall temperature) is obtained, and 

lastly, the polytropic index is predicted. The calculation 

details of each stage in Figure 2 are described in 
Section 3.3. 

 

Figure 2. The calculation flow of the model 

3.2. Reduction of Computational Load 

 

Table 4 is a list of 22 discrete points and 

corresponding crank angles (CA). In Figure 3, the 

dotted line represents the in-cylinder pressure of a 

typical diesel engine while the dots represent 
corresponding discrete points. The discrete points 

represent the specific points of a common diesel cycle 

such as intake valve opening and closing timings (IVO 

and IVC) as well as exhaust valve opening and closing 

timings (EVO and EVC). Other points are selected to 

maintain the calculation accuracy of the gas flow model 

[25] while to minimize the computational load for on-

board applications. From this section, each discrete 

point is referred as “point”. 

Table 4. Discrete points 

Point 1 2 3 4 5 6 

CA 0 EVC 45 60 75 90 

Point 7 8 9 10 11 12 

CA 135 180 IVC 270 300 320 

Point 13 14 15 16 17 18 

CA 340 TDC 369 374 380 395 

Point 19 20 21 22   

CA 405 EVO 600 IVO   

 

 

Figure 3. In-cylinder pressure of a typical diesel cycle 

and outline of the discrete points 

3.3. Detailed Model Description 

3.3.1. Heat Loss 

 
Heat loss, or the total amount of heat transfer from 

combustion gases through the cylinder wall to the 

coolant, heavily depends on the gas flows inside the 

cylinder as well as the turbulence in the gas flow [26]. 

To reduce the computational load of the model, the 

model does not calculate the turbulence. Instead, the 

turbulence intensity is estimated from gas flow 

velocities calculated by the developed gas flow model 

and turbulence intensity coefficients obtained by CFD 

[25]. Since various gas flows cause turbulence at 

different parts of the cylinder, the heat transfer is not 

uniform to the wall. Therefore, the cylinder was divided 
into six regions as shown in Figure 4 considering the 

effects of the gas flows, modeled in our successive 

work [25]. The total heat flux is written as the sum of 

heat flux by conduction and convection [24]. 
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Figure 4. Cylinder regions 
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Here qw,i,k is the heat flux from the gas to the 

cylinder wall of region k at discretized point i [W/m2], 
qwcd is the heat flux by conduction [W/m2], qwcv is the 

heat flux by convection [W/m2], Cλ is the ratio of 

thermal conductivity to gas temperature [W/(m∙K2)], P0 

is the in-cylinder pressure at TDC during the intake 

stroke (point 1) [Pa], κ is the specific heat ratio [–], Pi is 

the in-cylinder pressure at point i [Pa], Ti is the gas 

temperature at point i [K], τ is dimensionless time [–], 

Tw,k is the wall temperature of region k in the previous 

cycle [K], ψ (=0.4) is the Karman constant [–], cp is the 

specific heat capacity at constant pressure [J/(kg∙K)], 

,
ˆ 'i ku is the turbulence intensity of region k at point i 

[m/s] [25], and t is the elapsed time from TDC during 
the intake stroke (point 1) [s]. 

The rate of heat transfer from combustion gases to 

the in-cylinder wall surface can be obtained by 

multiplying the heat flux by the area of each region. 

Lastly, the heat loss is estimated by Eq. (4).  

 , , , ,w i k w i k kQ q A  (3) 

 , , ,w cycle w i k cycleQ Q t   (4) 

where , ,w i kQ  is the rate of heat transfer from the gas to 

the wall [W], Ak is the surface area of region k [K], 

Qw,cycle is the heat loss of a cycle [J], and Δtcycle is the 

elapsed time [s].  

3.3.2. Wall Temperature 

 
Assuming a quasi-steady process, the rate of heat 

transfer from the gas to the in-cylinder wall surface is 

equivalent to the rate of heat released from the in-

cylinder wall surface to the surrounding coolant. 

 ,w cycle coolantQ Q  (5) 

Here coolantQ  is the amount of heat released from 

the wall to the coolant [W]. At cylinder regions k = 1, 2, 

4, 5, and 6, the wall temperatures are obtained by 

Newton’s law of cooling.  

 , ,

1
w k coolant w cycle

k k

T T Q
A K

   (6) 

Here Tcoolant is the temperature of coolant [K], and 

Kk is the overall heat transfer coefficient of region k 

[W/(m2∙K)]. The cylinder liner is made of iron while 

other regions are made of aluminum. The overall heat 

transfer coefficient of each area is estimated based on 

thermal conductivity and the Dittus-Boelter equation 

[29] for the coolant side. 

At the cavity bottom (k = 3), unlike other regions, 
heat is transferred from the wall to both coolant and 

lubricating oil. Assuming the heat released from the 

wall is distributed to the coolant by α, it is released to 

the lubricating oil by 1 – α. The wall surface 

temperature at region k = 3 can be written as 

 ,3 ,
3

w coolant w cycle
coolant

T T Q
A K


   (7) 

 ,3 ,
3

(1 )
w oil w cycle

oil

T T Q
A K


   (8) 

where α is the distribution ratio of heat transfer from the 
cavity bottom [–], Kcoolant is the overall heat transfer 

coefficient of coolant at region k = 3 [W/(m2∙K)], Toil is 

the temperature of lubricating oil [K], Koil is the overall 

heat transfer coefficient of lubricating oil at region k = 3 

[W/(m2∙K)]. Rewriting Eqs. (7) and (8), the wall 

temperature at the cavity bottom can be given with the 

following equation. 

 , 3

,3

( / )w cycle coolant coolant oil oil

w
coolant oil

Q A T K T K
T

K K

 



 (9) 

3.3.3. Polytropic Index for Compressions Stroke 
 

The polytropic index is predicted by the following 

equation, which was derived based on the first law of 

thermodynamics and the polytropic process equation. 

1

1
1 1 1

cn

c c IVC IVC IVC
IVC

IVC
c

n n P V V
Q PdV

n V






 

 





     
    

      


 (10) 

Here QIVC-θ is the heat loss from IVC to crank angle 

θ [J], nc is the polytropic index for the compression 

stroke predicted in the previous cycle [–], PIVC is the in-

cylinder pressure at IVC [Pa], VIVC is the cylinder 

volume at IVC [m3], and Vθ is the cylinder volume at 

crank angle θ [m3]. A statistical analysis is applied to 
the equation to isolate and determine the polytropic 

index. 

4. Results and Discussion 

4.1. Validation of the Model under Steady Driving 

Conditions 

 

Piston top (k = 1)

Cavity side (k = 2)

Cavity bottom (k = 3)

Liner (k = 4)

Inner head (k = 5)

Outer head (k = 6)
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Figure 5. Comparison between the heat flux of the 

model and CFD at cavity side and inner heat for  

(a) Case 2 and (b) Case 3 

The developed model is validated through 

comparison with experimental and numerical 

simulation results. Under the steady driving conditions 

in Table 2, the IMEP calculated by the model is 

compared to experimental results. The average 

estimation error is 2.2% whereas the error between the 

experimental results and 1-D simulation is 1.7%. 

CFD results are chosen to validate the heat flux of 

each region because the 1-D simulation cannot estimate 

the heat flux at each cylinder region. For example, 

Figure 5 compares the heat flux at the cavity side and 
inner head (k = 2 and 5) obtained by the model and 

CFD. Figure 5(a) and 5(b) correspond to Case 2 and 

Case 3, respectively. The heat flux at the piston rises 

sharply after fuel injection due to a diffusion flame 

directly colliding with the piston and falls shortly after 

the end of combustion. The CFD results show that the 

heat flux is largely different depending on cylinder 

regions and operating conditions. From both figures, it 

is evident that the model can reproduce the heat fluxes 

estimated by CFD reasonably well. Comparing two 

figures, the heat flux obtained for Case 2 is much larger 

than the ones for Case 3, illustrating the approximation 
capability of the model under different operating 

conditions. It can also be noted that during combustion, 

approximately 360° – 395°, the performance of the 

model noticeably deteriorates due to the fact that 

combustion is not considered in the developed model. 

Although the estimation error increases during 

combustion, IMEP estimation has been validated in the 

previous paragraph. The influence of the heat flux 

approximation error during combustion on the 

prediction accuracies of heat loss, wall temperature, and 

polytropic index is investigated in the next paragraphs.  

The heat loss of each area is computed from the heat 

flux and added to obtain the total heat loss per cycle. In 

Figure 6, the total heat loss approximated by the model 

is compared with CFD results. Comparing the results, at 
the cylinder liner and head, the model estimates the heat 

loss accurately. However, at the piston, the estimation 

accuracy decreases slightly. This is attributed to the 

estimation error in heat flux at the piston during 

combustion, which was mentioned in the previous 

paragraph. It is also evident that as the engine load 

decreases from Case 1 to 4, the total heat loss decreases 

as well. 

 

Figure 6. Summation of liner, head, and piston heat 

losses by model and CFD in each case 

 

Figure 7. Comparison of wall temperatures at piston, 

liner, and head under the four cases of steady driving 

conditions 

For the engine specified in Table 1, the wall 

temperatures of liner, head, and piston were measured 

under the steady conditions. Figure 7 compares the 

experimental results to the area averaged wall 

temperatures of piston, liner, and head under the steady 

driving conditions. The figure shows that the wall 

temperature at piston is generally higher than the ones 
at other regions due to the higher heat loss that can be 

seen in Figure 6. Additionally, as the engine load 

decreases from Case 1 to 4, because the heat loss at 

each region decreases, the wall temperature decreases 

as well. The figure illustrates the high estimation 

accuracy of the model in wall temperatures despite the 
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estimation error in heat flux during combustion. The 

average error is 2.8% while the maximum error is 5.6%. 

Table 5 presents the calculated heat loss during the 

compression stroke (240° – 340°) which directly 

influences the polytropic index. Unlike the heat loss of 

a single cycle, the heat loss during the compression 
stroke increases as the load decreases from Case 1 to 4. 

This is because heat is a function of temperature 

difference between the gas and the wall. At the end of 

compression stroke, the gas temperature is fairly 

similar regardless of the load. On the other hand, the 

wall temperature is lower as the load decreases which 

was shown previously. The decrease in wall 

temperature means the temperature difference between 

the gas and the wall becomes greater, resulting in 

higher heat loss.  

The polytropic indices for the compression stroke 
predicted by the model and 1-D simulation are 

compared in Table 5. The polytropic index decreases 

from Case 1 to Case 4 as the heat loss during 

compression stroke increases. This tendency represents 

the inverse relationship of polytropic index and heat 

loss which is shown in Eq. (10). The average prediction 

error of the model compared to 1-D engine simulation 

is 0.22% across the steady driving conditions. With the 

obtained polytropic index results, the in-cylinder gas 

temperature is estimated. Based on the assumption that 

the fuel is injected into the chamber as soon as the gas 

temperature reaches 850 K, the prediction error of fuel 
injection timing was evaluated in Table 5. It is evident 

that the polytropic index predicted by the model is 

capable of estimating the injection timing within the 

accuracy of 1.0 degree under steady driving conditions. 

In the next section, the model is evaluated under 

transient driving conditions for its possibility of real-

world application. 

Table 5. Discrete points 

 Case 1 Case 2 Case 3 Case 4 

Heat loss during comp. stroke [J] 8.097 8.447 9.413 10.019 

nc [–]: model 1.376 1.370 1.359 1.351 

nc [–]: 1-D sim. 1.372 1.365 1.356 1.351 

nc error [%] 0.29% 0.38% 0.19% 0.02% 

Inj. Timing [deg.]: model 337.61 337.78 340.09 342.70 

Inj. Timing [deg.]: model 338.20 338.55 340.09 342.70 

Difference in inj. timing [deg.] 0.59 0.77 0.42 0.06 

4.2. Validation of the Model under Transient 

Driving Conditions 

 

The developed model is also validated under 

transient driving conditions by comparing it to the 1-D 

simulation and experimental results. The wall 
temperatures based on the experimental data are 

compared to the model for validation. The comparison 

at the cylinder head (k = 5 and 6) is shown in Figure 8. 

The wall temperature increases during high-load 

operation such as during acceleration, as expected. As 

shown in the figure, the model exhibits a similar 

characteristic across various operating conditions 

compared to the experimental results. The area average 

wall temperature for all regions is also taken and 

compared. The average errors in wall temperature 

estimation when the engine speed is constant and 

during acceleration are 1.94% and 4.58%, respectively. 

Although the performance deteriorates slightly during 

acceleration, the model is capable of estimating the wall 

temperature accurately under transient driving 
conditions.  

 

 

Figure 8. Comparison of wall temperatures at piston, 

liner, and head under the four cases of steady driving 

conditions 

At last, the polytropic index predicted by the model 

under the transient driving conditions is compared to  

1-D simulation results in Figure 9. The model achieved 

accurate prediction with an average error of 0.37%. 
Although the model maintains its estimation accuracy at 

0.75% during deceleration, the trend of the model does 

not follow that of 1-D simulation. This is due to the fact 

that the mass of main fuel injection during deceleration 

is nearly zero which is shown in Figure 1. Since the 

model is developed based on the steady driving 

conditions in Table 2, its performance deteriorates 

slightly for such particular cases. However, when the 

mass of fuel injection is nearly zero, the polytropic 

index is insignificant as its purpose is to predict the 

optimal fuel injection timing. Therefore, the increase in 

estimation error during deceleration is negligible. The 
high prediction accuracies of wall temperature as well 

as polytropic index for the compression stroke are 

verified with the results. 

 

 

Figure 9. Time evolution of polytropic index for 

compression stroke predicted by the model and 1-D 

simulation 
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4.3. Evaluation of the Computational Load 

 

The computational load of the model is evaluated to 

verify the applicability of the model for model-based 

control. Calculations were performed on a typical 

personal computer (OS: Windows10 Home 64bit, CPU: 
Intel Core i5-4200U@1.6GHz, Memory: 4GB). The 

calculation time for a cycle was approximately 50.6 μs. 

By contrast, one engine cycle at an engine speed of 

2250 rpm takes about 53.3 ms. Although a typical ECU 

runs slower than the PC used for evaluation, it is 

apparent that the calculation time of the model is faster 

than the time of a single engine cycle. The model is 

capable of being implemented in a feed-forward 

controller for real-time prediction of polytropic index.  

5. Conclusions 

 
A polytropic index prediction model for the 

compressions stroke of diesel engines was developed in 

MATLAB. The developed model has a low 

computational load, and it predicts the polytropic index 

based on physical principles from operational 

conditions in each cycle. The model was validated 

under steady-state conditions first. Then, it was applied 

to transient driving conditions to explore the possibility 

for real-world applications. Based on the studies 

presented, the following conclusions were obtained:  

1. Under the steady driving conditions, the model 

predicted the polytropic index for the compression 
stroke with an average error of 0.22% compared to 

the 1-D simulation. With the estimation accuracy, 

the model is expected to estimate the fuel injection 

timing within an error range of 0.5o.  

2. Under the transient driving conditions, the model 

predicted the polytropic index with an average error 

of 0.37%. Although the error increased slightly 

during deceleration where the mass of fuel injection 

is nearly zero, it is considered negligible as the 

polytropic index is insignificant when there is no 

fuel injection.  
3. The calculation time of the model was 50.6 μs per 

cycle. It is significantly faster than a single engine 

cycle; thus, the model can be implemented on 

engine system controllers. 
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